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(Scheringer, 1977). 1 - f l  describes the relative contri- 
bution of the internal modes. In principle, 1 - f l  is 
different for each component ij and for each atom, but 
in order to obtain representative results we consider 
only the averages already described (Table 3). At 300 
K the 1 - f l  values of the C, N, O atoms are small 
(1.8%). For benzene, naphthalene and anthracene 
values of 1.7, 3.2 and 6.8% respectively were found 
for the C atoms at 292 K (Scheringer, 1972). At 98 and 
60 K the 1 - f l  values of the C, N, O atoms in urea 
increase due to the decrease of the external modes, but 
they remain small (<6%). For the H atoms we find 
large relative contributions of the internal modes to the 
vibration tensors at all temperatures (Table 3). The 
reason for this is that the H atoms chiefly take part in 
the out-of-plane modes with low frequencies. The large 
l - f l  values found for the H atoms in benzene, 
naphthalene and anthracene (11.8, 22.4 and 39.1% 
respectively at T =  292 K; Scheringer, 1972) seem to 
confirm our results for urea. 

Scheringer (1977) estimated 1 - f l~_  25% at I00 K 
for the first-row elements in molecules of medium size. 
This investigation shows that, for urea, this estimate is 
much too high. The discrepancy is partly due to the fact 
that the molecules considered earlier were larger than 
urea. The four relevant atoms, C, O, N(1), N(2), in 
urea form a very small unit in space, to the motions of 
which only the higher internal frequencies can 
contribute. 

Since, for urea, the internal modes contribute little to 
the Debye-Waller factors of the C, N, O atoms, we 
conclude that the model of rigid-body motions will give 
a useful description for the motions of these atoms 
down to 60 K. The relative errors made with the rigid- 

body model will then be < 10% of the vibration tensors 
of the C, N, O atoms. The rigid-body approximation 
obviously cannot be applied to the H atoms. Similarly, 
for larger molecules like anthracene, with some low- 
frequency internal modes, the rigid-body approxi- 
mation will no longer be appropriate for any atom at 
100 K. 

M. Ishii thanks the Alexander-von-Humboldt- 
Stiftung, Bonn, for the award of a research scholarship. 

References 

DUNCAN, J. L. (1971). Spectrochim. Acta PartA, 27, 1197- 
1205. 

HAD7,1, D., KIDRIt~, J., KNET, EVIC, Z. V. & BARLI(~, B. 
(1976). Spectrochim. Acta Part A, 32, 693-704. 

HEGER, G., MULLEN, D. & TREUTMANN, W. (1979). To be 
published. 

PRYOR, A. W. • SANGER, P. L. (1970). Acta Cryst. A26, 
543-558. 

SAITO, Y., MACHIDA, K. & UNO, T. (1971). Spectrochim. 
Acta Part A, 27, 991-1002. 

SCHER1NGER, C. (1972). Acta Cryst. A28, 516-522. 
SCHERINGER, C. (1973). Acta Cryst. A29, 82-86. 
SCHERINGER, C. (1977). Acta Cryst. A33, 426-429, 430- 

433. 
SCHERINGER, C. & FADINI, A. (1979). Acta Cryst. A35, 

610-613. 
SHIMANOUCHi, T. (1968). Univ. of Tokyo. 
SHTEINBERG, B. YA., MUSHKIN, Yu. I. & FINKELSHTEIN, 

A. I. (1972). Opt. Spectrosc. 33, 589-592. 
YAMAGUCHI, A., MIYAZAWA, T., SHIMANOUCHI, T. & 

MIZUSHIMA, S. (1957). Spectrochim. Acta, 10, 170-178. 

Acta Cryst. (1979). A35, 616-621 
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Abstract 

A limited-range, step-scan method for rapid diffractom- 
eter data collection is described. The data are reduced 
in a two-pass procedure. First, the step data from the 
more intense peaks are fitted by a Gaussian function 

* Present address: Biology Department, Brookhaven National 
Laboratory, Upton, New York 11973, USA. 

Yt = C~ exp [-(.~ - xt)2/C2], where C1 is the peak maxi- 
mum, C 2 is proportional to the peak width and CIC2 is 
proportional to the integrated intensity. Because the 
peak widths may vary appreciably over the range of 
data observed and cannot be determined very precisely 
for weak reflections, an empirical function is deter- 
mined from the more intense reflections in the first pass 
and the calculated peak widths are used for all 
reflections in the second pass. Comparison of data 
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obtained by this method and the usual full-scan tech- 
nique shows that comparable precision can be obtained 
even when the limited scan range data are collected at 
twice the rate of the full-scan technique. The method 
has been used to collect data for five proteins and 
typical results are cited. 

Introduction 

requires stepping completely across the peak, but it is 
rapid and achieves a high signal-to-noise ratio. Further- 
more, it is suitable for crystals with large unit cells 
where adjacent reflections may seriously overlap unless 
precautions are taken to avoid the problem. Pre- 
liminary descriptions of the method have been given by 
Watenpaugh, Sieker, Jensen, LeGaU & Dubourdieu 
(1972) and by Hanson, Watenpaugh, Sieker & Jensen 
(1973). 

The limited-range, step-scan method of collecting X-ray 
data described here was developed to meet the special 
characteristics of protein crystals. Such crystals can 
suffer extensive radiation damage in the X-ray beam, 
and it is important to minimize the effects of deterior- 
ation by maximizing the data acquisition rate. Further- 
more, the integrated intensities for protein crystals are 
relatively weak and decrease rapidly with increasing 
diffraction angle because of the large unit cells and the 
high 'thermal' parameters of the atoms. It is important, 
therefore, to choose a counting scheme that will achieve 
as high a signal-to-noise ratio as possible. 

The stationary-crystal, stationary-counter method 
has been used to meet the above requirements. How- 
ever, with the dimensions common for present 
diffractometers, integration may be incomplete for large 
crystals even for the highest convergence of the beam 
that can normally be attained. Moreover, protein 
crystals are susceptible to small changes in alignment 
because of the way they must be mounted, and along 
with inaccuracies in cell parameters, misalignment can 
lead to erroneous intensity measurements. 

Wyckoff, Doscher, Tsernoglou, Inagami, Johnson, 
Hardman, Allwell, Kelly & Richards (1967) have 
described a limited-range, step-scan method that allows 
for setting and alignment errors by effectively broaden- 
ing the peak plateau by dropping some steps and 
averaging over the remaining ones. The advantages are 
achieved at the expense of discarding considerable data, 
thus impairing the efficiency of the method and wasting 
crystal exposure time. 

Diamond (1969) has devised a profile-fit, step-scan 
method leading to improved precision compared with 
other scan methods of collecting data, and he suggests 
that the method would be applicable to protein crystals. 
In this method, information about the peak profile is 
derived from the relatively intense reflections and used 
to determine the integrated intensities of the weak 
reflections. Lehmann & Larsen (1974) and Blessing, 
Coppens & Becker (1974) have developed profile 
analysis as applied to step-scan data, and Tickle (1975) 
has proposed a simplified method of treating step-scan 
data collected by computer-controlled diffractometers. 

The method described here requires only a limited 
number of steps in the scan because a functional form 
of the peak is assumed. It is not as general, therefore, as 
the method proposed by Diamond (1969) which 

The method in brief 

In order to minimize the time for collecting data, counts 
are made only at a limited number of steps in the region 
near the peak maximum of each reflection. In order to 
further reduce the time of collecting data and to circum- 
vent the effects of peak overlap for crystals with large 
unit cells, backgrounds may be assumed to be a 
function of 20 only and measured by scanning between 
selected reciprocal lattice rows. 

The data are reduced in a two-pass procedure. In the 
first pass, the step-scan data for the more intense 
reflections are fitted by a Gaussian equation of the form 
Yi = C] exp [ - ( ~  - xi)2/C2],  where Yi = I t  - b k  ( I  i is the 
count at x~, b k  is the background count), .~ is the peak 
position in 20, x i is the 20 position of step i, C~ is the 
peak height, and C2 is proportional to the peak width. 

For weak reflections, the precision of the width 
parameter C 2 is relatively low when the scan range is 
limited. Moreover, this parameter may vary over 
reciprocal space because of anisotropic mosaic struc- 
ture and non-uniform crystal dimensions. In order to 
obtain a better estimate of C 2 for the weak reflections, 
we assume that it can be described by a seven 
parameter function for all reflections, the parameters 
being determined by fitting the C 2 of the more intense 
reflections in the first pass. Using this function, we 
calculate the width parameters for all reflections which 
are then used in the second pass through the data. 

0.15 

0.io 

0.05 

Yrnox= 33 

Ym0~'333 

o:z 0:4 0"6 0:8 
scan range, Youter/Ymox 

0.0 
iio 

Fig. 1. Standard deviation of the peak center, .~, plotted as a 
function of different scan ranges. The scan range is given in terms 
of the ratio of Youter/Yma x. The curves represent the results 
obtained from two simulated reflections with five steps, back- 
grounds of 50 counts and maxima of 33 and 333 counts. 
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The method in detail 

In the first pass through the data, only reflections with 
all Yt greater than some positive threshold value are 
used. This enables us to determine the parameters by 
least-squares calculations from the equations 

z t = l n y  i = B] + B2X i + B3x~.*  

Weights are taken as 1/o(z t )  2 where a(zi)  = aO'l)/Yt = 
( I  t + bk)l/2/y r T h e  B t and a(Bt )  are used to calculate 
the profile parameters and their standard deviations 
according to the following equations: 

C l = exp[B] + (.~/C2)2], 

o(C]) = C][a2(BO + (2~¢/C2)202(~c) 

- 2 3 2 2 ]/2 + ( 2 x / C  2) o (C2)] , 

~c = - -B2/2B3,  

o(f¢) = [(2B3)-2tr2(B2) + (B2/2B2)202(B3)] 1/2, 

C 2 = ( - B 3 )  -]/2, o(C2) = 0 .5 ( -B3) -3 /2a(B3) .  

The precision of the peak parameters depends on 
both the intensity of the reflection and the scan range. 
In order to illustrate the dependence of the precision of 
.~ on these factors, we describe the scan range in terms 
of the count of the outermost steps (Youter) divided by 
the peak maxima (Ymax)" In Fig. 1, a (~ )  is plotted as a 
function ofYouter/Yma x for two reflections, one weak and 
one intermediate. It is evident from the plot that .~ can 
be determined within 0.03 ° even for very weak 
reflections if the scan extends to the point where the 
counting rate is half its value at the maximum. 

To illustrate the dependence of the precision of the 
width parameter  on scan range, we again describe the 
range in terms of Youter/Ymax, and Fig. 2 is a plot of 
a(C2)/C2 vs this ratio for two reflections with maximum 

* An alternative method is to expand Yi to first order in a Taylor 
series. This gives a better fit and is defined for Yi < 0. 

0.20 

0.16 

bO.08 

Ymol~ 

0.04 ~ Y x" 3333 

O.C 012 014 016 0'.8 I'.0 
Icon range, Youter/ Ymox 

Fig. 2. For simulated reflections with five steps, background counts 
of 50 counts and peak maxima of 333 and 3333 counts, a(C2)/C 2 
is plotted as a function of different scan ranges. 

counts of 333 and 3333 and backgrounds of  50 counts. 
It can be seen that for the more intense reflection, C2 
can be determined to 5% relative precision by scanning 
to the point where the count is 0.8 of the peak 
maximum, but for the less intense reflection it is 
necessary to scan to the point where the intensity is 
0.35 of the maximum to achieve the same precision. 

From the above example, it is clear that a given peak 
width precision can be achieved by a much smaller 
scan range for the intense reflections than for the weak 
ones. By assuming a functional form for the width 
parameter  and fitting it to the widths of  the intense 
reflections determined in the first pass, we find that it is 
possible to limit the scan range and still maintain satis- 
factory precision in determining C 2. We express the 
width parameter  by the function C~ = ~ Y a t a j A i j  + 
ktan0, where the a t are the direction cosines of the 
diffraction vector relative to a Cartesian coordinate 
system fixed to the crystal, and A U are elements of a 
symmetric tensor. This gives rise to a centrosymmetric 
ellipsoidal function for C~. The k tan 8 term is added to 
account for the contribution of the spectral dispersion 
to the peak width. The parameters A o and k are 
determined by a least-squares fit of the C 2 values 
determined in the first pass. 

The width parameters for all reflections are cal- 
culated from the expression for C~ and used in the 
second pass through the data. For the more intense 
reflections, C~ is determined by a least-squares fit to the 
Yt with J fixed at the values determined in the first 
pass.* The expressions for C] and a(C])  are the 
following: 

C 1 = ~' .[ylOyJOC1/o2(yi)] /~,[(cOyJOCl)2/ tr2(yt)] ,  

o ' ( C  1) = [ Z  (OYi/OC])2/o(yi)2] -1/2, 

and the integrated intensity on a relative scale from 
pass two is C~C~. All reflections are reduced in the 
second pass even though it would not be necessary for 
the more intense ones. For  a reflection reduced in both 
passes, a weighted average of the two values is used. 

Tests of the limited-range, step-scan method 

A preliminary version of  the method described here in 
which C 2 was assumed isotropic was first used in 
collecting data for flavodoxin from Desul fov ibr io  
vulgaris  to 2.5 ]~ resolution (Watenpaugh et al., 1972). 

* For the less intense reflections, £ was not determined by least- 
squares calculations. For these reflections the point with the greatest 
number of counts was considered to be equal to .~. This is a rough 
approximation, but will only have a small effect because the 
reflections are so weak. The best approximation would be obtained 
by determining an orientation matrix from ~ of the intense 
reflections in pass 1 and using it to evaluate .~ for the weak 
reflections in pass 2. 
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Table 1. Peak width parameters and other information for  several crystals 

Standard deviations are in units of the least significant figure. 

Cytochrome cc'3 Dipeptide* Glycera HemoglobinS" Azurin 

/111 0" 1378 (3) 0"2079 (11) 0"321 (41) 0"2410 (6) 
A ~2 --0"0033 (3) --0"0347 (12) --0"048 (16) 0"0001 (9) 
A 13 --0.0075 (3) 0.0044 (9) --0.048 (15) --0-0472 (11) 
A22 0.1413 (3) 0-1790 (30) 0.220 (4) 0.2246 (19) 
A23 0.0086 (3) 0.0427 (20) -0.010 (6) -0.0101 (14) 
A33 0.1444 (4) 0.1684 (21) 0.2396 (2) 0-3637 (30) 
k -0.0020 (10) 0.093 (12) 0.0 0.0445 (18) 
S~ 1.61 2.98 1.004 1.18 
Eigenvalues 0.155 0.239 0.355 0.380 

0.136 0.195 0.241 0.228 
A 0.132 0.122 0.181 0.221 
A~s o 0.1356 (1) 0.1798 (4) - - 
Sis ° 1.70 4.72 - - 
No. of reflections 3492 117 230 8310 
dran e ~x>--4.0 A ct:>-2.0 A 2.01-1-99 A ~--2-7 A 
Radiation Cu Ka Mo Ka Cu Ka Cu Ka 
Crystal dimensions 0.3 x 0.3 x 0.3 mm 0.1 x 0.06 x 0.5 mm - 0.4 x 0.56 x 0.6 mm 
Tube take-off angle 3.5 o 3.5 o _ 5.0 ° 

* D,L-Alanyl-D,L-methionine (Stenkamp & Jensen, 1974). 
t Data collected with graphite monochromator. 

Standard deviation of an observation of unit weight. 

In collecting the data  from 2.5 to 2 A ,  we used a 
modified version of the method since the C 2 parameter  
was found to be a function of Z, which was allowed for 
in processing this part of  the data  (Watenpaugh, Sieker 
& Jensen, 1973). 

Flavodoxin from D. vulgaris has a molecular weight 
of ~ 16 000 and crystallizes as well-formed octahedra,  
space group P43212 , unit cell parameters a = b -- 51-6, 
c = 139.6 A. The relatively large unit cell 
(~372 000 A3), together with the fact that ~60% of the 
cell volume is solvent would normally result in 
relatively weak intensities. ' Nevertheless, for the data  in 
the range 2 . 5 - 2 A  we found only 5 .4% of the 
reflections with I < 2o(1). 

As a measure of the reproducibility of the flavo- 
doxin data, the relative deviation from the mean 
intensity, 

Dr= ~. ~. II h - [nll/~ n]h, 
h t h 

was 0.058 for the 6669 Friedel pairs in the range 2.6 > 
d > 2 A for the native protein (negligible anomalous 
scattering). An additional indication of the reliability of 
the data  is the fact that the structure was solved at 
2.5 A with a single-site Sm 3+ derivative by use of 
anomalous scattering data  to resolve the phase 
ambiguity. 

This method has also been used to collect native data  
for cytochrome cc'3 from Desulfovibrio gigas (Bruschi, 
LeGall, Hatchikian & Dubourdieu, 1969) (Table 1). 
The protein has molecular weight ~ 2 6 0 0 0  and 
crystallizes in space group P31 or P32 with unit cell 

parameters a = b = 57.4, c = 97.3 A (Sieker & Jensen, 
1971). Fast  data  collection is required because the 
intensities of the monitor reflections decrease at 
0 .5%/h .  As a measure of the quality of the data, 
discrepancy indices were calculated between symmetry- 
related reflections which were in the zones located at 
the edge of the unique set of data. For  133 pairs of  such 
reflections from the set of 3492 in the ~ to 4 .0  A range, 
D I = 0-053. 

Comparison with the full-scan method 

In order to compare the limited-range, step-scan 
method against the full-scan method, data  have been 
collected by both techniques for cytochrome cc'3, for a 
dipeptide (Stenkamp & Jensen, 1974), and for carboxy- 
hemoglobin from Glycera dibranchiata (Table 1). 

For the cytochrome data, two sets of 400 reflections 
with 20 between 8 and 12 ° were collected, the step- 
scan being collected first followed immediately by the 
full-scan set. The latter was collected at a scan rate of 
2°/rain with a variable 20 scan range given by the 
expression 0.82 + 0.286 tan 0 and 4 s background 
counts measured at the beginning and end of the scan 
range. The correction for crystal deterioration was by 
the expression 1.0 + 3.2 x 10 -5 x reflection number, 
based on three reflections measured at the beginning 
and end of data  collection. An empirical absorption 
correction was applied to both sets of data  and had a 
range of 1.05 to 1.30. The limited-range, step-scan 
data  were collected in five steps of 0.06 ° in 20 for 
4 s/step. The empirical anisotropic width parameter  
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was determined from a slightly larger set of data on the 
same crystal. The D r index obtained between these two 
sets of data was 0.025. Fig. 3 is a normal probability 
plot (Abrahams & Keve, 1971) representing the 
distribution of differences between data sets collected 
by the two techniques. The slope of the line is close to 
the ideal value of one, indicating that discrepancies 
between the two sets of data follow a normal 
distribution with standard deviations as calculated. This 
result is important because it means we can use the cal- 
culated standard deviations to demonstrate differences 
in signal-to-noise ratios. In the above test most 
intensities are greater than 2tr so no comparison of the 
sensitivities of the methods can be made. 

The comparison of the two methods based on the 
dipeptide data has the advantage of checking on a rela- 
tively stable crystal with negligible absorption. Only 
data to 2/k resolution were used since this corresponds 
to a limit common for protein crystals. Because data 
were collected with filtered Mo Ktt radiation, a modifi- 
cation of the method of background measurement was 
required. Initially, the backgrounds were evaluated 
from a 0-dependent tabulation of backgrounds deter- 
mined at the limits of the scan ranges of the weak 
reflections, but it was found that an improved fit of the 
background including the strong reflections was ob- 
tained by adding 0.036 times the count at the peak 
maximum to the original background. In addition, the 
standard deviation of the background was modified to 
[o 2 + (O'O17Ymax)2] ~/2. The data for the empirical peak 
width parameter C~ are given in Table 1 and details of 
the full-scan data collection are given by Stenkamp & 
Jensen (1974). The Dj index between the data collected 
by the full-scan and step-scan techniques was 0.027, 
and a normal probability plot indicated that the 
calculated estimates of a( I )  were reasonable. 

In the test with the dipeptide data, it was feasible to 
check the use of an isotropic vs an anisotropic width 

-?.o -?.o 
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"/ t o ~;o 
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Fig. 3. Full normal probability plot for integrated intensities 
obtained by the full-scan method, Ip and the limited-range, step- 
scan method, It, from a crystal of cytochrome cc'3 in a very low 
resolution shell. 6re., = (I I -  It)/(a ~ -  a~). 

parameter because the latter had a relatively large 
range. The test involved calculating for the step-scan 
data with both isotropic and anisotropic width 
parameters against the full-scan data omitting 14 
reflections from the comparison because their back- 
grounds were badly affected by white radiation streaks. 
The effect of omitting these reflections was to reduce 
the value of anisotropic Dt from 0.027 to 0.021; with 
an isotropic width parameter, D r increased to 0.025. 
This indicates that a substantial improvement was 
achieved with the anisotropic width parameter for 
limited-range, step-scan data. 

The data for the tests thus far were collected on a 
Picker, four-circle diffractometer operating under a 
modified FACS I data collecting system (Lenhert, 
1975) with either Ni-filtered C u K a  or Nb-filtered 
Mo Ktt radiation. An additional test of the method was 
made with data collected on a Syntex P 2 ,  four-circle 
diffractometer with a graphite monochromator. In 
order to eliminate the influence of crystal deterioration 
and instrumental effects in this test, we extracted the 
limited-range, step-scan data from the profile data of 
the full scans. 

Data for carboxyhemoglobin from Glycera 
dibranchiata (a = 42.7, b = 83.0, c = 38.6 A, 
P2~212~) were collected within a spherical shell, 45.0 ° 
< 20 < 45.5 °, i.e. d ~_ 2 A. The full scans were 2 ° in 
20 at 0.5°/min.  Backgrounds were measured at each 
end of the scan range for 2min. A total of 386 
reflections was measured of which 254 had intensities 
greater than 2a. The Dt index for the symmetry-related 
reflections was 0.16. 

The limited-range, step-scan data extracted from the 
full scans were equivalent to six 0.1 o steps with a count 
time of 12 s for each step. The backgrounds for the 
step-scan data were obtained by fitting the back- 
grounds for the full-scan data by a tensor similar 
in form to the width parameter tensor. 

The results of the width parameter determination are 
listed in Table 1 where it can be seen that the precision 
of the terms in the tensor for this test is much lower 
than that for the other structures. The number of 
reflections with I > 2a(I),  however, was increased from 
254 for the full-scan data to 324 for the limited-range, 
step-scan data, and D~ for the symmetry-related 
reflections was 0.16, indicating agreement as good as 
that for the full-scan data. Fig. 4 is a normal probability 
plot showing that the differences between limited- and 
full-scan data, except for a few of the most negative 
ones, are random and consistent with the estimated 
standard deviations. 

The times per reflection for the limited-range, step 
scan and for the full scan are 312 s and 480 s, 
respectively, for the Glycera hemoglobin data including 
background counts. Although requiring less than ] the 
time per reflection, the limited-range, step-scan data set 
had a substantially higher signal-to-noise ratio, and the 
number of reflections with I > 2a(I)  increased by 28%. 
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Discussion 

Our experience with the limited-range, step-scan 
method suggests that reliable intensity data can be 
collected at a rate approximately twice that for the full- 
scan method, but certain precautions should be 
observed. In particular, if backgrounds are not 
measured for each reflection, care must be exercised in 
checking whether the background can be assumed to be 
a function only of 0 or whether it should be fit by a 
function similar to that used for the width parameter or 
by some other function (Krieger, Chambers, Christoph, 
Stroud & Trus, 1974; Krieger & Stroud, 1976). 

A ij, k, and the standard deviation for an observation 
of unit weight, S, along with other information are 
listed in Table 1 for data sets of the structures cited 
above and for azurin. The eigenvalues of the width 
parameter tensors are tabulated in order to show the 
range of C~ covered. For comparative purposes, an iso- 
tropic width parameter and Sis o are listed for two of the 
four data sets. In the case of cytochrome cc'3, S for the 
variable width function differs little from the value for 
the isotropic function and little is gained by using a 
variable width function. Note that the crystal dimen- 
sions for cytochrome cc'3 are uniform so that the 
crystal profile in the beam would not vary appreciably 
as the crystal orientation changed. 

In the case of the dipeptide, the fit for the variable 
width function is substantially improved over the value 
for the isotropic function, but it still differs consider- 
ably from the ideal value of unity. Nevertheless, the 
agreement between the step-scan data and full-scan 
data is satisfactory as indicated by the agreement in D~ 
values noted above. 

For the Glycera hemoglobin and azurin data sets, the 
S values are near unity, indicating a satisfactory fit of 
the tensor function within the limits imposed by the 
precision of the data. 

In the tests reported here we have not allowed for 
changes in peak widths with time caused by changes in 

~t 3*xpoctod f 

~.! / "  

.~.o .//zo 2;0 '//I/ 8reoI 

Fig. 4. Full normal probability plot as in Fig. 3 for Glycera hemo- 
globin data in a shell near 2 A resolution. 

mosaic structure of the crystal resulting from crystal 
deterioration. This effect could be included by incor- 
porating a factor to allow for variation in peak width as 
a function of crystal exposure to the X-ray beam. 

The Gaussian profile assumed for the peaks is only 
an approximation of the actual peak shape, and it may 
be rather crude. Nevertheless, to the extent that the 
actual shapes of the X-ray peaks are uniform through- 
out a data set, the area under the Gaussian should be a 
good estimate of the integrated intensity on a relative 
scale. In fact, comparisons of the step-scan results with 
those from the full-scan for the cytochrome cc'3 and 
the dipeptide data sets suggest that errors resulting 
from the approximation are small. At high resolution 
where the oa~t 2 separation becomes appreciable, fitting 
by a single Gaussian profile would be inadequate, but 
the method can readily be extended by using a pair of 
Gaussian profiles separated by the calculated amount. 

This work was supported under USPHS Grants 
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